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Preface

In the last decades, interest and development of investigations re-
ferred to Neurosciences and Neuropsychology has increased worldwide.

In the field of Neurosciences, the role of Cognitive Neurosciences has
underlined the understanding of brain functioning. On the other
hand, Neuropsychology’s thematic streams such as Cognitive Neuro-
psychology and Historical-Cultural Neuropsychology have contributed
to the study of human behavior and its connection with superior
cognitive processes.

Cognitive Neuropsychology is a trend mostly used by American and
European classical schools. Historical-Cultural Neuropsychology has
its roots in the Russian neuropsychology school, from A.R Luria and
L. Vigotsky’s theoretical and methodological postures.

Nowadays it is difficult to find specialized material that integrates
recent investigations made in the aforementioned areas. Which gives
the work “Neuroscience to neuropsychology. The study of the human brain”
an unigue character.

This book arose from the idea of integrating works around Neurosci-
ences and Neuropsychology in the same writing, allowing the reader to
identify complementarity among current work topics. Nevertheless,
the conception of such idea would have never been possible without
the support of many professionals who are specialized in each of
the fields presented.

Neuroscience to Neuropsychology e Volume 2 | g
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This work is organized in two volumes, the first one written in Span-
ish and Portuguese, the second one in English, thereby maintaining
the original language of the chapters received in every section.
Important thematic editors supported this work’s development,
finally organizing this work in three fields: Cognitive Neuropsychology
(Volume |), Historical-Cultural Neuropsychology (Volume |, 1) and Cog-
nitive Neuroscience (Volume 11).

In Cognitive Neuropsychology, Drs. José Gois Horacio and Naide Ferreira
were invited. Both of them specialized in the field of cognitive neu-
ropsychology and currently work at Egas Moniz hospital in Lisboa,
Portugal. They not only have nationally contributed in the formation
of neuropsychologists but also have supported the development of
neuropsychology as a science.

Drs. Yulia Solovieva and Luis Quintanar from Benemérita University
(Puebla, Mexico) supported Historical-Cultural Neuropsychology sec-
tion. They teach in postgraduate degrees at the same university and
many other postgraduate degrees all over South America. Both of
them have over 20 published books in this field and have contrib-
uted actively in the diffusion of Historical-Cultural Neuropsychology
nationally and internationally.

In Cognitive Neurosciences field, we considered Drs. Alexandra Reis
and Luis Faisca as ideal people to coordinate this section. They are
professors at Do Algarve University (Faro, Portugal). They also lead
the Cognitive Neurosciences research group at the same university.
Both of them have made important contributions to this field na-
tionally and internationally.

We thank all of the thematic editors for having embraced this idea
and for every important contribution in order to develop it jointly.
This way, this work includes fresh, innovative investigations from
authors in nine countries, such as: Colombia, Portugal, Mexico, Spain,
Russia, Sweden, Holland, United Kingdom and Italy.



We also highlight the support provided by the editorial group of
Corporacion Universitaria Reformada (Barranquilla, Colombia) for their
unconditional availability in the achievement and completion of the
work.

We are confident that this work will be of great importance in the
fields of neuroscience and neuropsychology. Likewise, we hope you

enjoy reading it as much as we enjoyed its construction.

Daniela da Silva Marques
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Rhythm in the brain:
Is music special?

Susana Silva
Karl Magnus Petersson
Sao Luis Castro

Introduction

Whether music and language are processed using the
same neural resources is an important question in cog-
nitive neuroscience, since it taps into the architecture of
human brain. It is also an important question for applied
science, namely for transfer approaches that explore
the benefits of musical practice to language skills (e.g.,
Besson, Chobert & Marie, 2011).

The state-of-the-artis mixed. While patient studies have
mostly pointed to non-shared resources (Dalla Bella &
Peretz, 1999; Peretz, 1993; Peretz & Coltheart, 2003),
fMRI and EEG studies have found evidence of common
substrates (Koelsch, Gunter, Wittfoth, & Sammler, 2005;
Koelsch, Schmidt, & Kansok, 2002; Maess, Koelsch, Gunter,
& Friederici, 2002; Patel, Gibson, Ratner, Besson, & Hol-
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Capitulo T Rhythm in the brain Is music special?

comb, 1998; Vuust, Wallentin, Mouridsen, @stergaard & Roepstorff,
2011), though there are exceptions (e.g., Fedorenko, McDermott,
Norman-Haignere & Kanwisher, 2012). The investigation of resource
overlap has focused on global structure (e.g., structural integrity in
original vs. scrambled music-language materials) as well as on musical
harmony related to linguistic syntax. The rhythmic subdomain, related
to strictly temporal aspects, has remained comparatively unexplored
(Fitch, 2013; Peretz, 2003).

Recent approaches suggest that rhythm, more than pitch, may be
a key link between music and language (Hausen, Torppa, Salmela,
Vainio & Sarkamo, 2013), as well as a crucial dimension to under-
stand language disorders such as dyslexia (Goswami, 2011). This
is in line with Lehrdahl's (2003) proposal of shared resources for
rhythm but not for pitch, but at odds with the possibility of a mod-
ular treatment of music rhythm (Peretz & Coltheart, 2003). There
is one a priori reason to accept that music and speech rhythm may
recruit different resources, and the reason is that the two domains
have fundamentally different structures. Music rhythm is typically
isochronous, while speech rhythm is typically not.

Music Rhythm, Isochrony and Hierarchy

Rhythm is a “dangerously polysemic” word (Fitch, 2013) requiring
definition. Here we refer to rhythms (plural intended) as series of
time intervals between events in a sequence, or the equivalent to
the ordered onset asynchronies of those events. One rhythm is a
particular sequence of time segments. Rhythms are infinitely diverse
and they form the temporal surface of the sequential input from
which structure may be extracted.

The underlying structure of music rhythms (Figure 1.1) is typically
isochronous (Nettl, 2000), meaning that it is made of evenly-paced
events. The isochrony of music rhythms appears at more than one
level. At the lowest one, it describes the feeling of pulse, such that one
claps or taps the foot to music. At higher levels, isochrony is linked



Seccion I Cognitive Neurosciences

to the perception of a salient pulse at regular (every n pulses, 1%, 3,
5t 7" orirregular (e.g., 1%, 3, 6", 8" 11% pulse) intervals. Because
salient pulses drive dancers to lay their feet on the ground, they are
referred to as downbeats, while non-salient pulses are upbeats. The
intervals between downbeats are named bars. High-level isochrony
describes the meter of one stimulus, which may persist even when
downbeats are irregularly spaced. In the exemplified irregular me-
ter, typical of Balkanic music, regular cycles of five beats (1st, 6th,
11th) superimpose on the irregular 2-3-2-3 sequence. Once pulses
are framed by meter, they enter a hierarchical organization and are
referred to as beats (Fitch, 2013).

e )

&
‘ -

= ISSESSEE&s

| I I I
METER

1 1
o ‘ I ‘ ‘ ‘ ‘ } ‘ | ‘ ‘

downbeat upbeats downbeat upbeats downbeat upbeats downbeat upbeats

Figure 1.1. Melody with triple meter (3 beats per bar).

Source: The autors.

Although the isochronous time structure of a musical piece may be
explicit (e.g., the bass drum in electronic “house music” style) and thus
be part of the surface, it usually has to be inferred. Inferences rely
on the conjoint organization of musical events (Fitch & Rosenfeld,
2007), meaning that new musical events tend to take place either at
the pulse/bar onset, or at time points that form simple ratios with the
pulse/bar duration. For example, the onset of a new sound at 1/2,
3/4,0r 3/2 of a beat is frequent, but onsets at 1/7 or 22/21 are not.
Chord changes, as well as rhythmic repetitions usually take place at the
downbeat or at 1/2 bar in double (2 beats) or quadruple (4) meters.

: w
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The perception of pulse and meter require the ability to infer structure
from the musical surface as well as a basic timing skill for perceiving
or generating evenly-paced events. Patient studies indicate that
timing skills may be spared when inference is impaired (Phillips-Silver
etal., 2011). Both timing and inference allow the synchronization of
movement to isochronous input, the three abilities combining into
the beat perception and synchronization skill (Patel, lversen, Bregman
& Schulz, 2009; see Repp & Su, 2013, for a review on the related
concept of sensorimotor synchronization). The beat perception and
synchronization skill is not exclusive of humans. Some species seem
able to synchronize to the pulse (Hasegawa, Okanoya, Hasegawa, &
Seki, 2011, findings in budgerigar parrots), even when it has to be
inferred from a musical context (Cook, Rouse, Wilson & Reichmuth,
2013, California sea lion; Patel et al., 2009, the Sulfur-Crested
Cockatoo). Some features of BPS seem to be optimized in human
synchronization, namely prediction, flexibility of tempo (the frequency
of pulses) and cross-modality (Fitch, 2013, Patel, 2014).

Besides timing and inference, musical meter requires hierarchical
processing of isochrony. Sequences are hierarchically structured when
they can be represented as trees, the prominence of each event being
determined by the tree level it belongs to, and not by serial order.
Applied to musical meter, this means that metrically salient beats
(the downbeats) occupy an additional, higher tree level compared
to other beats. Downbeats may be seen as heads of trees, and bars
as head-initial trees (Fitch, 2013). Typically, paradigms for studying
the hierarchical processing of music rhythm place unexpected events
at more than one level in the tree and compare responses across
the two types of violations. For example, Geiser, Sandmann, Jancke
and Meyer (2010) placed accented tones either at the downbeat
(higher-level in the tree) or an upbeat (lower-level), and compared
the Mismatch Negativity (MMN) component of the electroencepha-
lographic (EEG) sinal (Naatanen, Gaillard & Mantysalo, 1978) across
the two conditions. While musicians showed an increased MMN for
upbeat accents, the down- vs. upbeat responses of non-musicians
were indistinguishable, indicating reduced hierarchical processing in
the latter. The paradigm developed by Honing and colleagues (see
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Honing, 2012, for a review) manipulates the position of an omitted
sound, such that omissions at weak metrical positions (upbeats)
are compared to downbeat omissions (“loud rests”) by means of
the MMN response. Sensitivity to downbeat vs. upbeat levels was
shown in adults without musical training (Ladinig, Honing, Hader
& Winkler, 2009), as well as in newborns (Winkler, Haden, Ladinig,
Sziller & Honing, 2009). Interestingly, this paradigm brought no
evidence of hierarchical processing of rhythm in Rhesus monkeys
(Honing, Merchant, Haden, Prado & Bartolo, 2012), although these
non-human primates responded to omission and showed evidence
of rhythmic grouping.

Hierarchical or not, isochrony affords to predict the temporal structure
of events (“when something will happen”), and theoretical frame-
works in cognitive science have acknowledged the importance of
predictability in brain function. The framework of dynamic attending
(Jones & Boltz, 1989) stresses how the temporal predictability of the
input stems from temporal coherence, and shapes attentional modes.
A future-oriented mode (attending to event endings) is favored by
highly coherent inputs, and an analytical mode (attending to the local
density of events) by less coherent ones (ibidem). Predictive coding
(Friston, 2002) highlights top-down processing, and it stresses the
continuous evaluation of the input’s error term compared to predic-
tions. In both views, lack of isochrony is relevant: it may determine a
processing mode or increase the error term, with significant impact
on brain activity.

In contrast to music rhythms, speech rhythms are not fundamentally
isochronous (Patel, 2003). The early classification of languages as
syllable-timed (e.g., French) or stress-timed (e.g., English) by linguists
(see Dauer, 1983, for a review) suggested that an analogous of the
pulse could be found in the intervals between syllables or between
syllables carrying word-level stress. However, there is no evidence
of isochrony in any of these cases (Roach, 1982). References to
music rhythm and speech rhythm capture the fundamental differ-
ences between both systems and we will use them from now on
in this sense.
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In sum, music rhythm is isochronous and speech rhythm is not.
Differences in the predictability of events across the two domains
are expected, with possible impact on brain function. But do these
differences really matter? Are they strong enough to support the
claim of dedicated neural resources for processing music rhythm,
meaning that at least some resources are not shared with language
processing? In the first part of this chapter (Isochrony matters), the
extent to which isochrony is relevant to the human brain will be as-
sessed in three ways. First, isochrony is likely to be relevant if it has
played an adaptive role throughout evolution. Current hypotheses
suggest that it did, by allowing the synchronized movement of group
members. Second, isochrony is relevant if brain signals respond to it
in a significant manner, and if this can be related to a movement func-
tion. Third, isochrony is relevant if little or no experience is required
for processing it, and if experience-independent skills can be related
to movement. We also present the main findings from two of our
studies, suggesting that structural isochrony may dissociate phrase
perception in music from that in speech, and that the perception of
music phrases may recruit dedicated resources. In the second part
of this chapter we present the alternative view (Isochrony does not
matter), stating that strict isochrony is not relevant to the brain, and
music and speech rhythms recruit neural resources that are similar
in essence.

Isochrony Matters

The function: isochrony affords cooperative action

Early hypotheses on the evolutionary role of beat perception and
synchronization suggested it might be a by-product of emerging
auditory-motor brain networks sustaining vocal learning (Patel, 2006;
Patel et al.,, 2009). An alternative hypothesis proposed that beat
perception and synchronization itself was adaptive because it facili-
tated cooperative action, vocal or not (Merker, Madison & Eckerdal,
2009), and it is in line with demonstrations of beat synchronization
in non-vocal learning species (Cook et al., 2013). Laboratory studies
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support this view. Bowling, Herbst and Fitch (2013) asked participants
to read text aloud with and without partners, and found higher levels
of temporal regularity (evenly-paced events) in collective reading.
This is consistent with the idea that isochrony of music rhythm is a
response to the synchronization goals of a group.

The cooperative action hypothesis credits music rhythm (instead
of, e.g., organized pitch) for facilitating movement in the context
of musical behavior. If this is true, one might expect that motor re-
sponses are greater to isochrony than to any other musical property
(e.g., melodic contour, harmony). Indeed, the experience of being
physically driven by music is frequently reported by humans, and it
is attributed to the beat. A recent study investigated this in the labo-
ratory setting (Dalla Bella, Biatunska & Sowinski, 2013). Participants
engaged in a synchronization task were distracted with music or
with metric speech. The two kinds of distractors were thus matched
for metric properties, while differing in music-specific pitch-related
content. The two distractors were equally effective in disrupting
performance, showing that music’s superiority in driving movement
is due to isochrony per se, and not to some other music-specific trait.

Brain substrates for isochronous input

Different brain areas forisochronous vs. non-isochronous input

The activation of motor-related areas of the brain during the per-
ception of music rhythm (beat-based), but not during speech-like
(nonbeat) rhythm (see Grahn, 2009, 2012, for a review) support the
hypothesis of dedicated brain networks forisochronous rhythm. The
basal ganglia and the supplementary motor area showed enhanced
activation for perceived beat-based rhythms compared to nonbeat
ones (Grahn and Brett, 2007). The basal ganglia seem to be necessary
for, and not just activated in beat processing, since beat facilitates
discrimination in healthy subjects, but not in Parkinson Disease pa-
tients (Grahn & Brett, 2009). The functional coupling between the
basal ganglia and cortical motor areas is also higher for beat-based
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rhythms (Grahn & Rowe, 2009). The basal ganglia are thought to
encode information about beat timing that facilitates cortical motor
areas in precise control of movement timing, if movements are to
be made in time with beats.

Similar to nonbeat (speech-like) stimuli failing to activate motor
areas, reports of motor activations while listening to ecologically
valid speech are not robust, and they seem to be restricted to con-
versational turn-taking (Scott, McGettigan & Eisner, 2009). Overall,
these findings suggest that humans are hard-wired to process music
rhythm with specific resources, serving the specific goal of driving
synchronized movement.

Oscillatory responses to isochrony

Processing isochronous time seems to be well accounted for by the
basic physics of neural system (Large, 2008; Large & Snyder, 2009).
However, the transfer to non-isochronous time is not trivial, as we
will see. The neural resonance theory proposes that the perception
of pulse and meter involve the phase-locking of spontaneous brain
oscillations to the temporal features of the ongoing periodic stim-
uli. Basic resonance entails locking to the pulse, and a high-order
resonance accounts for meter perception. The theory was built
to account for music rhythm. Approaches to non-periodic signals
went as far as considering that continuous tempo tracking would be
necessary to account for the occasional deviations from isochrony
that are present in musical performances (Large, 2008). Therefore,
the resonance theory did not try to account for the perception of
non-isochronous time in speech rhythm.

Evidence in favor of the resonance approach includes neural activity
that s sensitive to metrical structures (Large, 2008). Indirect evidence
relies on the principle that the neuronal entrainment to the pulse/
bar cycles is associated to cyclic levels of excitability in the entrained
neuronal population, which in turn modulates the amplitude of
event-related potentials that can be generated at different points
(Nozaradan, Peretz, Missal & Mouraux, 2011). Therefore, ERPs to
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sound events at the pulse/downbeat onset (higher excitability of the
neural population) should be enhanced compared to sound events
in other events within the cycle. For example, Tierney and Kraus
(2013a) compared the P1, N1 and Auditory Brainstem Responses
(ABR) to sounds aligned with the pulse of ecologically valid music with
the responses to shifted, unaligned, sounds, while subjects tapped
to the music pulse. They observed enhanced ABR/P1 responses
and decreased N1 for aligned stimuli. Direct evidence of neural
resonance arises from features of the EEG signal that replicate,
in real-time, the ongoing pulse/meter structure. Nozaradan et al.
(2011) found that a beat stream of 2.4 Hz elicits high-amplitude os-
cillations in that frequency band, but notin 0.8, 1.2 or 1.6 Hz bands.
Also, brainreading approaches based on the multivariate analyses
of the continuous EEG signal showed successful identification of
particular pieces of music (Schaefer, Farquhar, Blokland, Sadakata
& Desain, 2011), including specific indices for violations of metrical
expectations.

The neural resonance theory addressed auditory-motor coupling in
its origins. Resonance was proposed to result from rhythmic bursts of
high-frequency neural activity (beta and gamma oscillations), which
would enable communication between neural areas such as auditory
and motor cortices (Large, 2008; Large & Snyder, 2009). Further
studies were consistent in showing the auditory-motor implications
of resonance. Fujioka, Trainer, Large and Ross (2012) analyzed the
variations in amplitude and coherence of beta oscillations (>20 Hz) in
response to musical stimuli of different tempi. An enhanced response
immediately before the pulse onset was observed, suggesting that
beta oscillations, which are linked to sensorimotor coordination,
maintain predictive coding and reflect auditory-motor coupling. In
Tierney and Kraus's study (2013a, see also 2013b), tapping accuracy
correlated with the size of the EEG responses to stimuli aligned with
a musical context, suggesting that overlapping resources underlie
both auditory and motor entrainment to music. In sum, the neuro-
physiological substrates for the perception of music rhythm seem to
be domain-specific and, once again, linked to movement.
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Independence from experience: development and expertise

Music rhythm seems to be special in the infant’s brain, and links with
movement are also present. Based on recent developmental findings,
Honing (2012) suggested that the processing of music (isochronous)
meter may be a fundamental cognitive mechanism, and several early
pulse and meter-related abilities have been documented in the literature
(see Stalinski & Schellenberg, 2009, for a review). Pulse-related skills
include the ability to discriminate isochronous from non-isochronous
sequences of tones, which has been observed in 2-month-old infants
(Demany, McKenzie & Vurpillot, 1977). This finding is crucial to our
point in that it suggests that humans may be hard-wired to process
isochrony with specialized resources. Meter abilities, implying both
isochrony and hierarchy, seem to be particularly strong. Newborns
are sensitive to sound omissions at the downbeat (Winkler et al.,
2009). At 7 months, they are able to discriminate between double
(2 beats) and triple (3 beats) meters (Hannon & Johnson, 2005). The
metrical context seems to play an important supportive role in infants’
extraction of musical information. At 9 months, infants more readily
detect rhythmic disruptions in strong meters compared to weak ones
(Bergeson & Trehub, 2006). Direct comparisons between 6-month-
old infants and adults showed that the retention of pitch information
benefits from metrical strength in infants but not in adults (Trehub &
Hannon, 2009). Altogether, this evidence supports the hypothesis
that infants use metrical structure to bootstrap their acquisition of
musical knowledge (Hannon & Johnson, 2005).

The amount of musical knowledge at early stages, including meter
knowledge, inspired the hypothesis of a Music Acquisition Device
(Levitin & Tirovolas, 2009) paralleling the Language Acquisition Device
(LAD) proposed by Chomsky. Two additional phenomena in infants’
perception of music rhythm strengthen the parallel: a universal ma-
trix of contrasts and tuning. The idea of a universal matrix of contrasts
states that early sensitivity is restricted to relevant variations for
humans. Similar to language, where infants’ broad sensitivity does
not extend to arbitrary non-phonetic sound contrasts (Werker &
Lalonde, 1988), infants do not process any kind of metric contrast.



Seccion I Cognitive Neurosciences

Forexample, 5-month-old infants do not discriminate highly complex
meters, not used in any culture (Hannon, Soley & Levine, 2011).
Tuning is the sensitization to cultural-specific traits, like regular vs.
irregular meters in Western vs. Balkanic culture respectively, and it
is seems to be present at 12 months (Hannon & Trehub, 2005) or
even earlier (Soley & Hannon, 2010). Although changes implied in
the tuning process are particularly fast in the first year of life, 5-year-
old children still show an advantage compared to 11-year-old ones
in acquiring knowledge of unfamiliar metrical structures (Hannon,
Vanden Bosch der Nederlanden & Tichko, 2012). Tuning (early) and
acculturation (later) processes might be fostered by focused exposure
to culture-specific musical traits (Gerry, Faux & Trainor, 2010). Con-
versely, familiarity with varied metrical structures enhances adults’
sensitivity to the metrical organization of unfamiliar music (Kalender,
Trehub & Schellenberg, 2013).

An aspect of infants’ abilities which is also crucial to our point is
the early link with movement. There is evidence that music is more
powerful than speech in eliciting regular movements in infants (Ze-
ntner & Aerola, 2010). Conversely, externally-induced periodical
bouncing shapes infants’ preferences for certain metric structures
(Phillips-Silver & Trainor, 2005).

Musical expertise: a case against the isochronous brain?

Evidence of processing advantages in musicians compared to non-mu-
sicians are somewhat contradictory to developmental findings, as they
might imply that extensive experience would be required in order
to make the brain sensitive to certain kinds of input (“soft-wiring”).
Such evidence is available in respect to music rhythm.

Some findings are not strictly contradictory, since they point to
refinement processes in musicians, linked to atypical and often
language-like brain networks. Vuust et al. (2005) measured and
source-analyzed the MMN response to subtle meter deviances in
musicians and nonmusicians. Results indicated a left-lateralization of
the MMN in musicians, contrasting with the right-lateralized response
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of laypersons. This suggests either a principle wherein significant
features become left-lateralized or the integration of temporal proc-
essing in music into a “native-language network”. The pattern was
replicated in a later experiment (Vuust, Ostergaard, Pallesen, Bailey &
Roepstorff, 2009), where strong metrical incongruity elicited MMN
and P3a responses in both groups, the MMN being left-lateralized in
musicians. The EEG of musicians also showed better discrimination
of subtle violations.

Other findings indicate that expertise may be required to process
relatively simple aspects of music rhythm, although the evidence is
mixed. In favor of expertise-independence, Ladinig et al. (2009) showed
a pre-attentive ability of meter processing (sensing “loud rests”) in
non-musicians. Geiser, Ziegler, Jancke and Meyer (2009) observed
behavioral differences between musicians and laypersons in response
to attended meter incongruities (change in the length of the bar),
but no differences in the amplitude of ERPs, despite small changes
in topography. This indicates that meter processing does not require
long-term practice. However, a different experimental manipulation
(placing accents either in upbeats or downbeats) revealed differences
between the two groups in metric discrimination (Geiser et al., 2010).
Importantly, laypersons showed no evidence of metrical cognition in
this task, since their sensitivity to accented up- and downbeats was
equivalent. Considering that newborns sense loud rests (Winkler et
al., 2009) and infants discriminate between meter types (double vs.
triple, Hannon & Johnson, 2005), the lack of sensitivity to metric
cycles in adult non-musicians seems puzzling. Also, and differing
from the expertise-independent activation of the motor cortex during
beat perception (Grahn & Brett, 2007), activation of motor areas
(supplementary motor area and middle-posterior cingulate cortex)
during the perception of meter-related deviance (harmonic change
in weak beats) seems to depend on long-term experience (James,
Michel, Britz, Vuilleumier & Hauert, 2012). Confronted to the early
link between the perception of music rhythm and movement (Zentner
& Aerola, 2010), such findings again seem surprising.
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One possibility is that such contrasting findings stem from meth-
odological artefacts, since the tasks used to investigate infants and
adult non-musicians differ substantially. However, a pattern seems
to be present, in that non-musicians show weak abilities when hier-
archical processing of isochronous time (meter) is involved, and not
so much concerning pulse. Interestingly, a similar picture is found in
non-human species, where pulse abilities are found, but hierarchical
cognition seems to be absent (Fitch, 2013; Honing et al., 2012). One
speculative possibility is that the hierarchical aspect (meter) disso-
ciates from purely pulse-related abilities in the human brain. Pulse
processing may serve a fundamental, movement-related function in
evolution, while meter may be linked to language acquisition, possibly
as a bootstrapping device. This would account for null findings in
other species, and for the apparently increased abilities of infants
compared to adult non-musicians.

Isochrony in phrase perception: is music special?

Structural similarities in the phrase structure of music and speech (e.g.,
boundary silence, pre-boundary lengthening) inspired the comparative
investigation of EEG responses to phrase boundaries in music and
speech (Knoesche et al., 2005; Nan, Knoesche & Friederici, 2006,
2009; Nan, Knosche, Zysset & Friederici, 2008; Neuhaus, Knoesche
& Friederici, 2006). Findings of a similar EEG marker, the Closure
Positive Shift, were interpreted as evidence that phrase structure
processing is a cognitive function shared by music and language
(Nan et al., 2009). In order to contribute to discussion on this in-
terpretation, we focused on the structural aspects of music that do
not seem to be shared with speech, that is, hierarchical isochronous
structure. A well-known hypothesis in the musicological literature
is that listeners use metric information to do phrase boundary pre-
diction, and that a phrase ending is expected at every four bars. In
two different studies, we investigated how this isochrony-related
feature, the 4-bar structure, may shape phrase perception in music.

In a first study (Silva, Barbosa, Marques-Teixeira, Petersson & Castro,
2014), we used aviolation paradigm to compare responses to a musical
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boundary pause with those to an omitted boundary (violation, Figure
1.2). Differences between the conditions, particularly those involving
indices of expectancy violation, would indicate that listeners predict
the phrase ending. We observed theta/beta increases in power, as
well as an enhanced P2 in the violation condition, suggesting that
a phrase boundary was indeed expected. Although the experiment
did not test for bases of prediction other than the 4-bar length, the
results were consistent with the musicological hypothesis.

Phrased

Unphrased '
Unphrased - Phrased

Theta  ,,04  Beta
v

0%
OFF Fz

Figure 1.2. Example melodies and results from testing boundary prediction. In
the unphrased condition, the boundary is omitted and filled with tones. These
tones violate the expectation of a boundary pause. Comparisons between the
onset of the pause and the onset of the filling tones (ON) showed increased
theta and beta power for unphrased melodies, as well as an increased P2
component. At the offset of filling tones (OFF) the P2 is significantly decreased.

g
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—Fhrased
—Unphrased

Source: Silva et al. (2014).

In a different study (Silva et al., under review), we compared responses
to phrases containing either 4 fours bars (standard Western phrase), 3
bars, or an intruder segment (scrambled phrases). Intruder segments
constitute violations of phrase structure. We wanted to test if a 3
bar phrase is perceived as a violation of the standard 4-bar phrase.
Responses to standard 4-bar phrases differed from both 3-bar and
scrambled phrases (Figure 1.3), suggesting that the metric length
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(number of bars) is a structural property that shapes phrase percep-
tion as much as structural integrity.

|
500-700 ms  700-1000 ms

STANDARD 4-BAR b

SCRAMELED

3-BAR

oe

Figure 1.3. ERPs to the offset of different types of musical phrases. Four-bar
phrases elicited larger amplitude responses than both scrambled and 3-bar
phrases.

Source: Silva et al. (2014).

Both studies suggest that the hierarchical isochrony of the input
modulates the perception of phrase structure in music. Because the
processing of hierarchical isochrony seems to rely on specific brain
networks, our studies provide indirect evidence that the amount of
neural resource sharing in the perception of music and speech phrases
may not be total, and that music may involve specific networks.

Isochrony does not Matter

An alternative approach to the relation between rhythm in music
and in speech rhythm is viewing them as fundamentally similar, de-
spite differences in isochrony. Some empirical findings support this
view. For example, the perception of speech prosody correlates with
rhythm, but not pitch-related abilities in music (Hausen et al., 2013).
Participants were asked to judge deviances from isochrony in a music
task, and to identify stress patterns in sequences of non-isochronous
syllables differing in duration, pitch and intensity. The correlation
suggests that judgments on the duration of both isochronous and
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non-isochronous events recruit common resources. VWWe now review
some current arguments for paralleling speech rhythm with language
processing.

Music rhythm and language syntax

It has been suggested that music rhythm is akin to linguistic syntax,
since both are hierarchically structured. The idea of hierarchical
processing has been inspiring comparative research on linguistic
syntax and musical (tonal) harmony for a number of years (Koelsch
et al., 2002, 2005; Maess et al., 2002; Patel et al., 1998). Recently,
Fitch (2013) proposed extending the parallel to rhythm, based on the
argument that the multilevel structure of music rhythm constitutes
“trees in time” (see introduction). Notwithstanding the potential of
this approach, it steps over the fundamental question of whether
music rhythm parallels speech rhythm in the brain.

Music rhythm and metrically regular speech

Adirect approach to the relation between speech and music rhythm
relies upon the possibility of metrical regularity in speech. Although
speech is not isochronously structured, some utterances may be
metrically regular, in the sense of comprising a regular distribution of
stressed and unstressed syllables. A few studies have highlighted the
role of metrical regularity in language comprehension. Rothermich,
Schmidt-Kassow and Kotz (2012) found smaller N40OO amplitudes
to words in metrically regular sentence contexts (“Norbert ‘pfliickte
‘letzten ‘Dienstag ‘Ginas ‘Rosen und ‘Nelken.”, where ‘ denotes stressed
syllables and italics the target syllable), compared to metrically irregular
ones (“Norbert ‘pfllckte ‘letzten ‘Dienstag ‘Ginas Ro'sen und ‘Nelk-
en.”). This suggests that the possibility of predicting stress patterns
(regular contexts) facilitates lexico-semantic integration, and that
rhythmic regularity modulates language comprehension. By using
a similar manipulation (congruent vs. incongruent word stress in a
sentence context), Schmidt-Kassow and Kotz (2008) showed that
meter interacts with syntax. Direct evidence of shared resources has
been provided by Marie, Magne and Besson (2010), who found that
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musicians have an advantage over non-musicians in detecting metric
violations in speech. The parallel is limited, since it applies only to
instances of metrically predictable speech utterances. Nevertheless, it
highlights a common mechanism, related to context-based prediction.

Music and speech rhythm as non-random signals

Although speech rhythm is not strictly isochronous, some approaches
build on the assumption that it is not random (Peelle & Davis, 2012)
and thus entails some predictability. Based on evidence of rhythmic
difficulties in language-impaired populations (Corriveau & Goswami,
2009; Huss, Verney, Fosker, Mead & Goswami, 2011; Thomson &
Goswami, 2008), Goswami (2011) has recently proposed the tem-
poral sampling framework for developmental dyslexia. The approach
suggests that the encoding of speech at different frequencies by
neuroelectric oscillations may be impaired in dyslexic subjects. Speech
frequencies in the delta (1.5-4 Hz), theta (4-10 Hz) and gamma (>20
Hz) range are thought to be crucial for encoding speech signals at the
level of phrase or word stress, syllable and phoneme, respectively.
Impairments in dyslexic subjects may be specifically related to the
low delta and theta frequencies (ibidem), but there is also evidence
that the problem may lie at the level of cross-frequency coupling, that
is, the simultaneous encoding of syllabic (theta) and other types of
information (Leong & Goswami, 2011). The approach was based on
the multi-time resolution model of Poeppel and colleagues (Giraud
& Poeppel, 2012), who proposed that brain oscillations track speech
at different structural levels, by phase resetting of the corresponding
frequencies.

Although the temporal sampling/multi-time resolution approach seems
promising in terms of intervention (Thomson, Leong & Goswami,
2013), the exact underlying mechanisms remain untested (Proto-
papas, 2014), namely the extent to which non-isochrony may drive
oscillatory entrainment. The multi-time resolution model proposes
that neurons track the modulations in speech even when they are
not fully periodic (Giraud & Poeppel, 2012), thus minimizing the
relevance of strictly isochronous input. However, demonstrations of
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speech tracking by neural oscillations have relied on the increased
phase similarity (coherence) of EEG trials locked to a common speech
sentence, compared to the phase coherence of trials from different
sentences (Luo, Liu & Poeppel, 2010; Luo & Poeppel, 2007; Zion
Golumbic et al., 2013). The similarity between the structure of par-
ticular speech utterances and the corresponding oscillatory patterns
has, to our knowledge, remained untested, as well as the mechanisms
for continuous phase resetting required by non-isochronous input.
In line with this, the experiments carried out by Goswami and col-
leagues have measured EEG and behavioral responses to speech
either with metric speech (Leong & Goswami, 2014a; 2014b; Power,
Mead, Barnes & Goswami, 2012), or abstract, modulated signals
(Hamaldinen, Rupp, Soltész, Szlics & Goswami, 2012), and not with
natural speech. Therefore, and to our knowledge, no direct evidence
of entrainment to non-periodic speech sounds has yet been provided,
at least in the same way that it has been done for music isochronous
input (Nozaradan et al., 2011). A cyclic and not necessarily periodic
structure may form the key link between music and language, but
further evidence seems to be needed.

Conclusion

Several arguments lend music rhythm “a special place” in the human
brain. Processing isochronous rhythms may have allowed cooperative
movement throughout human evolution, and this may have shaped
the human brain. The brain substrates for the perception of music
rhythm relate to both perception and action, and they do not seem to
be shared with language. Early rhythmic skills and the competences
of adult non-musicians suggest that the processing of isochronous
input does not require extended experience. Links between perception
and movement seem again to exist. Other arguments suggest that
music and speech rhythms may recruit the same resources, despite
differences at the level of structural isochrony. The strongest among
these is perhaps the argument that speech rhythm is a non-random,
quasi-periodic signal, and not a non-periodic one. Approaches based
on the entrainment of brain oscillations to speech signals may bridge
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the gap between neurophysiology and cognition, and contribute
to explain the hierarchical component of speech perception. They
also look promising in guiding clinical applications based on transfer
effects, but clarifications seem to be required.
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Semantic memory, also termed conceptual knowledge,
is a form of declarative memory (Tulving, 1972, 1983;
2002). It is defined as general world knowledge, such
as knowledge of facts, events, concepts, objects, and
people. Semantic memory is generally considered to
be shared among the members of a culture (but see
Martinelli, Sperduti, & Piolino, 2012; Renoult, Davidson,
Palombo, Moscovitch, & Levine, 2012 for recent reviews
on personal forms of semantic memory). Historically, se-
mantic memory has been tightly associated to studies of
language comprehension and verbal learning. The current
cognitive neuroscience approach typically recognizes this
association (e.g., Patterson, 2007), while arguing that our
ability to assign meaning to stimuli is not restricted or
specific to language.
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Within declarative memory, semantic memory is classically distin-
guished from episodic memory (see Table 2.1 for a comparison of
their main characteristics). Episodic memory permits recollecting
and re-experiencing personal past experiences within their specific
spatio-temporal context (Tulving, 2002). For example, being able
to vividly recollect and re-experience a specific incident when one
forgot to pay at the restaurant would depend on episodic memory.
In contrast, knowing what the word “restaurant” means and what
people typically do in restaurants (i.e., sit down, order from the
waiter, wait, eat and pay) depends on semantic memory. Contrary to
episodic memory that is specific in time and place, knowledge stored
in semantic memory is thus context-independent or abstracted over
various contexts. Importantly, it is generally thought that episodic
memory operations require the semantic memory system and may
have evolved from it (Tulving, 2002).

This chapter is organized as follow. The first section concerns the
behavioral and theoretical conceptualizations of semantic memory.
The two following sections concern the neural bases of semantic
memory and review event-related potentials (ERPs) and functional
neuroimaging studies.

Table 2.1. Comparison of the main characteristics of semantic and episodic
memory.

Episodic Memory Semantic Memory

Memory for unique events (episodes) Memory for facts and generic events (knowledge of the world)

Highly personal Culturally shared or personal

Context specific (space, time) Acontextual or generalized across contexts
(an be re-experienced (remember) Not re-experienced (know)

Perceptually rich (experience-near) Perceptually poor

Source: The autor.
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Behavioral and Theoretical Conceptualizations of
Semantic Memory

In this section, we will discuss how one typically infers that the meaning
of a stimulus has been processed and how semantic representations
are usually defined and conceptualized.

What is Semantic Processing?

Semantic processing consists in processing stimuli at the level of
meaning. It is often contrasted to perceptual processing or processing
of the physical characteristics of a stimulus (Tulving & Schacter, 1990).
In the case of words, most models of semantic memory consider that
word forms and their corresponding meaning representations are
separated entities. Orthographic and phonological representations are
stored in lexical memory while word meanings are stored in a separate
but connected network in semantic memory (Anderson, 1983; Collins
& Loftus, 1975; McClelland & Rumelhart, 1985). Words can thus be
processed at the level of form or at the level of meaning (i.e., deep
processing). One of the most-well known behavioral consequences
of deep processing is that it leads to increased memory performance
(reviewed in Craik, 2002). This phenomenon, which is also referred to
as semantic elaboration, can involve evoking associations for different
aspects of the study material or analyzing it in term of subcategories
of knowledge. More generally, a number of experimental parameters
can promote deep processing, notably the choice of tasks. In the
following sections we will describe these parameters.

Semantic Tasks

Typical semantic tasks include semantic categorization, category
verification, concreteness decision, decision on feature or dimension
of stimuli and tasks in which participants read sentences for compre-
hension. These tasks can be considered as explicit semantic designs
in the sense that participants are explicitly asked to process stimuli at
the level of meaning. The use of these tasks is thus generally taken
as evidence that stimuli have been processed deeply.
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In the semantic categorization task, participants are presented with
a prime word that is typically a category (e.g., fruit) and then perform
a relatedness decision on a target word (e.g., apple). In the category
(or sentence) verification task, participants have to verify or reject
statements such as “a robin is a bird”. In feature-dimension decision
tasks, participants are invited to compare a template stimulus to a
reference feature or dimension (e.g., “Is it bigger than a tennis ball?”).
Finally, in the concrete-abstract decision, they have to indicate
whether a stimulus is concrete or abstract.

Non-Semantic Tasks

Non-semantic tasks can be divided into (1) designs that are used
to study the implicit or automatic aspects of semantic processing,
typically lexical decision and naming tasks, and (2) designs that pro-
mote processing at the level of word form or perceptual processing.

Lexical decision and naming tasks have constituted a major avenue
of research on the automatic aspects of semantic processing. In
these tasks, semantic processing is implicit in the sense that access
to the meaning of words is not required for accurate performance.
In the lexical decision task, a prime word is followed by a target
word or pseudoword and participants have to decide whether the
second stimulus is a word or not. In the naming task, the prime is
followed by a target word that participants have to name. In both
tasks, participants are faster when the target word (e.g., nurse) is
semantically related to the prime word (e.g., doctor), an effect called
semantic priming. In some cases, participants can become aware of
the semantic relations between prime and target words. A number of
parameters can be adjusted to favor automatic over explicit semantic
processing: the proportion of prime and target pairs that are related,
the time interval between the onset of the prime and the target (which
is referred to as stimulus onset asynchrony or SOA) and the use of
masked primes. The automatic aspects of semantic processing are
typically studied with low proportion of related words, short SOAs
and masked primes. These designs, in which conscious processes
supposedly do not play any role in semantic processing, have been
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essential in demonstrating that words automatically activate their
meaning (Neely & Kahan, 2001).

Other non-semantic tasks include letter case matching, phonological
matching, letter search on prime or target words or morphological
priming. These tasks are generally used to promote processing at
the level of word form rather than at the level of meaning. When
semantic effects (see below) are measured in such tasks, they are
often reduced or suppressed.

Meaning Dimensions

Processing at the level of meaning can be based on several dimensions.
The dimension that has received the most attention is categorical
relations (e.g., fruit-apple). Other dimensions include functional rela-
tions (e.g., broom-sweep), script or schemata (e.g., restaurant-wine),
synonyms (e.g., street-road) or antonyms (e.g., black-white) relations.
All these meaning dimensions can result in semantic priming effects
(Lucas, 2000). The same applies to stimuli that are related according
to association norms. Although associative relations (e.g., mouse-
cheese) are theoretically not semantic and would simply originate
from a frequent co-occurrence of concepts in space and time (Fodor,
1983), it has been difficult to isolate pure semantic from pure asso-
ciative relations (Hutchison, 2003; Lucas, 2000). As we have seen,
semantic relations are not restricted to categorical relations and
attempts to classify association types revealed that most associative
relationships were also semantic (Hutchison, 2003).

Semantic Effects

Semantic effects are experimental measures of semantic processing.
These include effects of semantic priming or congruity that we have
previously mentioned but also effects of concreteness, semantic cat-
egory or semantic richness. Effects of semantic priming and congruity
are generally considered contextual effects, whereas concreteness,
category or semantic richness are considered structural effects (see
Kounios, 1996). The former are especially informative to investigate

: (o)}
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how concepts are related, while the latter would more directly reflect
the structure of semantic representations. The presence of any of
these effects in an experiment is taken as evidence that semantic
processing has taken place.

The effects of semantic priming that we have described in the lexical
decision and naming tasks are also observed in explicit semantic
designs, such as semantic categorization tasks. However, in these
latter tasks, they are referred to as effects of semantic congruity or
relatedness, as they depend on an explicit assessment of semantic
relations between prime and target words. Effects of semantic
priming and congruity have been the most studied semantic effects
(Hutchison, 2003; Lucas, 2000; Neely, 1991).

Concreteness constitutes a fundamental characteristic of a word.
Concrete words, such as “dog”, are more directly associated with
sensory experience and mental images and are easier to categorize
than abstract words, such as “logic” (reviewed in Paivio, 1991). These
differences result in a number of processing advantages for concrete
compared to abstract words. Concrete words are generally responded
to faster and better remembered when presented in sentences or in
isolation (Paivio, 1991; Schwanenflugel, 1991).

Effects of semantic category have been well-studied in neurological
patients and in neuroimaging studies but less systematically in be-
havioral studies. Longer RTs for artifactual categories than natural
categories have often been reported (Debruille & Renoult, 2009;
Kiefer, 2001; Paz-Caballero, Cuetos, & Dobarro, 2006; Price &
Humphreys, 1989; Proverbio, Del Zotto, & Zani, 2007; Renoult &
Debruille, 2011). These effects were often interpreted as reflecting
an easier categorization of names of natural categories because of
a greater overlap in their semantic features (e.g., Saffran & Scholl,
1999). However, in contrast to the effects of semantic priming or
concreteness, absence of these behavioral differences in category
processing are not necessarily taken to imply that category informa-
tion has not been processed, especially when differences in brain
activations are found (e.g., Kiefer, 2001).
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Finally, effects of semantic richness concern how much information
is evoked by concepts. Shorter reaction times have been observed
for words with richer semantic representations. This includes words
for which participants generate more semantic features (Grondin,
Lupker, & McRae, 2009; Pexman, Holyk, & Monfils, 2003; Yap, Tan,
Pexman, & Hargreaves, 2011), more semantic neighbors (Buchanan,
Westbury, & Burgess, 2001; Siakaluk, Buchanan, & Westbury, 2003)
or more associates (Buchanan et al., 2001).

Concepts and Semantic Representations

Stimuli that have semantic (or conceptual) representations, are stim-
uli that are meaningful and familiar (e.g., a picture of an animal) as
opposed to meaningless or unfamiliar stimuli (e.g., an abstract geo-
metrical drawing). The semantic representation of an object includes
both information specific to that object, which defines it as a distinct
entity (i.e., a specific animal), and information (or features) shared by
other category members (Martin, 2001; Taylor, Devereux, & Tyler,
2011). Crucially, the activation of semantic representations depends
on the meaning of the item and not on the physical format of its
presentation. For instance, the semantic representation of a chair
could be activated by the written word “chair” the heard name “chair”
or a picture of a chair. This mental representation allows recognizing
various instances of the concept, reasoning about the concept and
understanding complex combinations involving this concept (e.g., high
chair) (Komatsu, 1992). In more general terms, semantic representa-
tions thus enable us to interpret the present environment based on
past experiences: although | have never seen this particular tomato
before (i.e., episodic information), | can infer that it is probably like
other tomatoes | have eaten and therefore | know that it is edible
and likely to taste good (Murphy, 2002).

Many of the current models of semantic memory stipulate that se-
mantic representations are represented as a distributed network of
elementary features or attributes (e.g., Devlin, Gonnerman, Andersen,
& Seidenberg, 1998; Garrard, Ralph, Hodges, & Patterson, 2001;
McRae, Cree, Seidenberg, & McNorgan, 2005; Taylor, Devereux,
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Acres, Randall, & Tyler, 2012; see Figure 2.1). Some of these features
are highly distinctive of a specific concept (e.g., <eats nuts>, <does
bury food>), other co-occur across category members (<has eyes>,
<has legs>). Note that this perspective of a distributed network of
semantic features differs from classic models (e.g., Collins & Loftus,
1975; Anderson, 1983) in which concepts are represented as ho-
listic units or “nodes” (e.g., CAT) and nodes of similar meaning are
connected in the network (e.g., CAT and DOG; Hutchison, 2003).
Crucially, these models differ as to how concepts activate each
other. According to distributed models, related concepts share many
features and thus a prime facilitates the processing of a target word
when there is sufficient overlap. In contrast, in holistic models, a
mechanism of “automatic spreading of activation” is most often as-
sumed: activation of the semantic representation of the prime would
automatically spread to semantic associates, which may include the
representation or node of the target.

IS A MAMMAL
DIGS

HAS

DOES FUR
HIBERNATE

HAS A
BUSHY

IS GREY
ssmarL TAIL
HAS FEET IS RED

IS AN ANIMAL

Figure 2.1. Hypothetical conceptual structure for squirrel. Semantic features of
different degree of distinctiveness are represented, with greater distinctiveness
represented by greater font size (illustration courtesy of Patrick Seymour).

Source: The autor.
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Event-related Potentials (ERPs) Studies of Semantic
Memory: The N400

Our knowledge of the organization of semantic representations in
the brain has greatly benefited from the use of electrophysiological
recordings in humans. One event-related potential (ERP) component
in particular, the N40O, has been shown to be sensitive to various
aspects of semantic processing.

Main characteristics

The electroencephalogram (EEG) is a direct reflection of the electrical
activity of the brain, as recorded from the human scalp. ERPs refer
to voltage fluctuations in the ongoing EEG related to a stimulus, re-
sponse or event of interest. They are typically obtained by averaging
segments of the EEG, time-locked to the onset of the event (for recent
reviews of the ERP methodology, see Handy, 2005; Kappenman &
Luck, 2011: Luck, 2005).

The N40O ERP is a negative deflection which develops between 250
and 500 ms after stimulus onset (see Figure 2.2) and constitutes
the brain’s neural response to any potentially meaningful stimulus
(Federmeier & Laszlo, 2009). The word “potentially” is important as,
forinstance, pronounceable and orthographically legal pseudowords
(e.g., clock —> “cleck”) also elicit N40O. This ERP component has been
recorded in response to various stimuli, such as visual and auditory
words, drawings, photographs, faces, environmental sounds and
odors (Kutas & Federmeier, 2011). In sentence processing, each word
evokes an N400 (Van Petten & Kutas, 1990). This component has a
broad scalp distribution, with maximum amplitudes at centro-parietal
electrode sites (Curran, Tucker, Kutas, & Posner, 1993; Johnson &
Hamm, 2000). It is often slightly greater over the right hemisphere,
especially in right-handed participants having no left-handed family
members (Van Petten & Luka, 2006).

The N400 has been shown to be sensitive to all the previously men-
tioned semantic dimensions and semantic effects. Its modulations

Neuroscience to Neuropsychology e Volume 2 | &



Neuroscience to Neuropsychology e Volume 2 | &

Capitulo 2: Sernantic memory: Behavioral, Electrophysiological

have been described in a great number of tasks, the most typical
being lexical decision, semantic categorization, sentence verification
or concreteness decisions. In contrast, the N40OO is typically not
elicited in letter-case decision tasks or in tasks involving spelling
errors, harmonic and melodic violations, violations of geometry, or
grammatical violations that do not affect comprehension (Kutas, Van
Petten, & Kluender, 2006).

‘He caught the pass and scored another touchdown.
There was nothing he enjoyed more than a
good game of ...
A
; monopoly
i T 3 baseball
e
________ football
— r— -
4pv
| R el
0 400 800 ms

Figure 2.2. The N400. The amplitude of N40O is modulated by semantic ex-
pectancy and context but also by the structure of semantic memory. This is
illustrated here by smaller N4OO amplitude for within-category violations than
between-category violations.

Source: adapted with permission from Kutas and Federmeier (2000).

The N400 and Meaning Dimensions

N400 effects of semantic congruity were observed in tasks involving
all types of semantic relations, namely category (e.g., Heinze, Muente,
& Kutas, 1998), functional relations (e.g., Bach, Gunter, Knoblich,
Prinz, & Friederici, 2009), synonymy (e.g., Liu, Perfetti, & Hart, 2003),
antonymy (e.g., Kutas & Iragui, 1998), schema (e.g., Chwilla & Kolk,
2005), world knowledge (e.g., Hagoort, Hald, Bastiaansen, & Pe-
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tersson, 2004) and associative relations (e.g., Franklin, Dien, Neely,
Huber, & Waterson, 2007). These findings thus indicate a systematic
sensitivity of the N40O component to the processing of meaning.

N400 Effects

Effects of Semantic Priming and Congruity

Paralleling the behavioral literature, the effects of semantic priming
and semantic congruity have been the most studied N40O effects.
These effects consist of reduced N40O amplitudes for primed or
congruous words compared to unprimed or incongruous words in
a sentence (Kutas & Hillyard, 1980, 1984) or prime-target pairings
(Bentin, McCarthy, & Wood, 1985). These effects are generally great-
er at centro-parietal electrode sites (maximum at CPz) and slightly
greater over the right than over the left hemiscalp when words are
presented visually (Kutas & Van Petten, 1994).

A number of studies have shown that N40O effects of semantic
priming could be obtained with masked primes and very short SOAs
(Deacon, Hewitt, Yang, & Nagata, 2000; Kiefer, 2002; Misra & Hol-
comb, 2003; Schnyer, Allen, & Forster, 1997) and therefore, that
their occurrence does not require conscious processing. Likewise,
N400 effects of semantic congruity have been observed in all sleep
stages, that is, both in slow wave and REM sleep (Brualla, Romero,
Serrano, & Valdizan, 1998; Ibanez, Lopez, & Cornejo, 2006; Perrin,
Bastuji, & Garcia-Larrea, 2002). In contrast, other studies have re-
ported greater N40O effects in conditions in which attention was
explicitly focused on the processing of meaning compared to when
conceptual processing was not task-relevant (Holcomb, 1988; Mitchell
et al., 1991; West & Holcomb, 2000). Taken together, these studies
suggest that the N40OO can occur without consciousness, but that it
can also be modulated by the allocation of attention.

Finally, N40O effects of semantic priming have also been described in
cross-modal priming experiments, for instance with auditory primes
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and visual targets (Domalski, Smith, & Halgren, 1991) or visual words
as primes and line drawings as targets (Ganis, Kutas, & Sereno, 1996).
These results suggest that N40OO processes may reflect the activity
of a cross-modal semantic system. However, the presence of slightly
but significantly different scalp distributions for each category of
stimulus indicates that each modality may involve partly different
neural generators (Kutas & Federmeier, 2000).

Effects of Semantic Expectancy

Although the N40O was first associated with semantic violations (Kutas
& Hillyard, 1980), later work showed that violations were not critical
to elicit an N400 (Kutas & Hillyard, 1984). The N40O has a broader
sensitivity to semantic context (Lau, Phillips, & Poeppel, 2008). Its
amplitude is inversely proportional to the expectancy of a stimulus
(see Figure 2.2). In experiments using words as stimuli, expectancy
can be determined by evaluating the percentage of participants that
will use a particular word to complete a sentence. This percentage is
called the “cloze probability”. Cloze probability and N4OO amplitude are
highly correlated (e.g., up to -0.8 in DelLong, Urbach, & Kutas, 2005,
and -0.9 in Kutas and Hillyard, 1984). Thus, semantic expectancy
appears to be the strongest modulator of N40O amplitude.

Effects of Concreteness

N400 amplitude is larger for concrete than for abstract words
(Holcomb, Kounios, Anderson, & West, 1999: Kounios & Holcomb,
1994; West & Holcomb, 2000). Concreteness and imagery being
highly correlated variables (e.g., r=.83 in Paivio, Yuille, & Madigan,
1968), this effect is generally considered analogous with the finding
of greater N40OO amplitude for highly imageable words compared
to less imageable words (Nittono, Suehiro, & Hori, 2002; Swaab,
Baynes, & Knight, 2002). Concrete words have sometimes been
associated with a more frontal distribution than abstract words
(Kounios & Holcomb, 1994), but the scalp distribution of the effect
of concreteness has been quite variable, potentially reflecting the
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use of heterogeneous categories of stimuli across studies (Renoult,
Brodeur, & Debruille, 2010).

Effects of Semantic Category

Within concrete words, different distributions of N400O amplitude
on the scalp have been associated with words belonging to natural
categories (such as animals) and artifactual categories (such as tools)
(Debruille & Renoult, 2009; Kiefer, 2001, 2005; Paz-Caballero et
al., 2006; Proverbio et al., 2007: Renoult & Debruille, 2011; Sim &
Kiefer, 2005). In these studies, artifact categories were generally
found to elicit greater N40O amplitudes over centro-parietal and
occipito-temporal sites compared to natural categories. Conversely,
natural categories were associated with greater N4OO amplitudes
than artifactual categories at frontal sites. Even though the spatial
resolution of ERPs does not allow making precise inferences about
the neural generators of these N40O effects, these results are clearly
reminiscent of the neuroimaging findings discussed previously.

Effects of Semantic Richness

A number of recent studies have reported that N40O amplitude
was modulated by the number of semantic features associated with
meaningful stimuli (Amsel, 2011; Laszlo & Federmeier, 2010; Muller,
Andoni Dunabeitia, & Carreiras, 2010; Rabovsky, Sommer, & Abdel
Rahman, 2012; Taler, Kousaie, & Zunini, 2013). Experiments which
investigated the learning of new concepts in adults showed graded
N400 activity that was proportional to the amount of knowledge
(Rahman & Sommer, 2008) or number of features (Gratton, Evans,
& Federmeier, 2009) that had been acquired for those objects.

Taken together, the presence of N40OO effects such as those of cat-
egory, concreteness and semantic richness suggests that, in addition
to being a sensitive index of the contextual modulations of semantic
representations, this ERP component may also reflect the structure
of these representations.
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Lexical Effects

Finally, the N40OO has also been shown to be modulated by a number
of lexical effects. Words that are not frequently used in language elicit
greater N40O amplitude compared to higher frequency words (Van
Petten & Luka, 2006). This effect tends to disappear when words
are placed in a supportive semantic context (Van Petten, 1993; Van
Petten & Kutas, 1990) or repeated (Smith & Halgren, 1987; Young
& Rugg, 1992), perhaps reflecting a different initial threshold of
activation. Pseudowords were also found to evoke greater N40OO
amplitudes than actual words (Bentin, 1987; Chwilla, Brown, & Ha-
goort, 1995; Renoult, Wang, Mortimer, & Debruille, 2012). However,
a pure lexical basis for this effect was questioned by studies showing
that pseudowords that resemble real words could be associated with
semantic effects, such as congruity (Deacon, Dynowska, Ritter, &
Grose-Fifer, 2004) or concreteness (Kounios & Holcomb, 1994).
In Deacon et al. (2004), pseudowords derived from related words
elicited smaller N4OO amplitudes than pseudowords derived from
unrelated words. Similarly, Kounios and Holcomb (1994) reported
that pseudowords derived from concrete words evoked greater N40OO
potentials than those derived from abstract words.

N400 Generators

Intracranial studies have described generators of the N40OO in the
anterior medial temporal lobe (Grunwald, Lehnertz, Heinze, Helms-
taedter, & Elger, 1998; Nobre & McCarthy, 1995; Smith, Stapleton,
&Halgren, 1986) but also in the vicinity of the superior sulcus of the
lateral temporal lobe (Elger et al., 1997; Guillem, Nkaoua, Rougier, &
Claverie, 1995; Halgren et al., 1994), in the posterior parietal cortex
(Guillem et al., 1995; Guillem, Rougier, & Claverie, 1999; Halgren
et al., 1994) or in the inferior frontal gyrus (Halgren et al., 1994).
As these studies mostly investigate medial temporal structures, the
importance of these brain regions for generating the N40O may have
been overestimated (Engel, Moll, Fried, & Ojemann, 2005). However,
their importance has also been noted using other techniques, such
as high-density ERP recordings (Johnson & Hamm, 2000).
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MEG studies investigating the sources of N40O scalp activity have
been quite consistent in their description of generators in the vicinity
of the left auditory cortex, that is, in the superior temporal gyrus
(Halgren et al., 2002; Helenius, Salmelin, Service, & Connolly, 1998;
Helenius et al., 2002; Service, Helenius, Maury, & Salmelin, 2007)
or in the superior temporal sulcus (Elger et al., 1997; Halgren et al.,
2002; Simos, Basile, & Papanicolaou, 1997). When bilateral sources
were reported, right hemisphere generators were often active slightly
after their left hemisphere homologues (Halgren et al., 2002; He-
lenius et al., 1998). fMRI studies using tasks that were previously
associated with N40O effects reported generators in the anterior
medial temporal lobe (P. Meyer, Mecklinger, & Friederici, 2010) and
in the superior temporal gyrus (Matsumoto, lidaka, Haneda, Okada,
& Sadato, 2005). Finally, neuropsychological studies have reported
that left temporal or temporo-parietal lesions produce significant
reductions in N40O amplitude as well as comprehension deficits
(Friederici, Hahne, & von Cramon, 1998; Hagoort, Brown, & Swaab,
1996; Swaab, Brown, & Hagoort, 1997).

Taken together these studies tend to show that left temporal, both
in medial and lateral parts, as well as inferior parietal cortex are the
greatest contributors to N40O activity. Inferior prefrontal sources
have also been reported in a few studies (e.g., Halgren et al., 1994;
Helenius et al., 1998). As we will see, this network corresponds pre-
cisely to the semantic convergence zones described in neuroimaging
studies (Binder & Desai, 2011) and is compatible with a functional
role of N40O in semantic integration or binding processes.

The N400: Binding Semantic Features in Coherent Conceptual
Representations?

We have seen that the N40O may be a default response of the brain
to the processing of semantic information: it is evoked by all meaning
dimensions and semantic effects described in behavioral studies. The
N400 thus constitutes a valuable index of semantic processing. More-
over, N40OO scalp distribution varies with the category of stimuli being
presented. As we will see, this is consistent with the idea of a distributed
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property-based network. In addition to its systematic sensitivity to the
processing of meaning, investigators have observed that the N40O has
aremarkable temporal stability. With the exception of a few studies that
manipulated memory load, repetition or perceptual difficulty (Renoult,
Wang, Calcagno, Prévost, & Debruille, 2012), the peak of N40OO more
or less always occur around 400ms after stimulus onset. As suggested
by Federmeier and Laszlo (2009), timing may thus be key to understand
how the semantic system binds together the distributed elementary
features that constitute semantic representations. The N40OO “striking
temporal stability” may indicate that time is the gating factor for semantic
processing (Federmeier & Laszlo, 2009; see also Kutas & Federmeier,
2010). Importantly, the view that the N400 reflects the binding or
integration (Holcomb, 1993; van Berkum, Hagoort, & Brown, 1999)
of semantic features into coherent semantic representations does not
imply that no further semantic processing takes place after the N400O
time window (around 250 to 500 ms after stimulus onset). Later se-
mantic effects have been described and involved in the processing of
meaning revision (Federmeier, Wlotko, De Ochoa-Dewald, & Kutas,
2007) or resolution of semantic ambiguity (Lee & Federmeier, 2006).

Functional Neuroimaging and the Structure of Concepts

In the following section, we will review the contribution of functional
neuroimaging studies to the understanding of the structure of semantic
memory. Two specific areas of research will be discussed. The first area
has demonstrated how conceptual representations may be grounded
in perception and action. The second has shown how different cat-
egories of knowledge may be segregated in different brain regions.

Brains regions most commonly associated with semantic
processing

A Property based network

As stated by Patterson, Nestor, & Rogers (2007), “essentially all cur-
rent theoretical positions about semantic memory share the view that
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much of the content of our semantic memory relates to perception
and action, and is represented in brain regions that overlap with, or
possibly even correspond to, the regions that are responsible for
perceiving and acting” The idea that conceptual representations
would be grounded in perception and action is not new however.
The sensualist Philosophers, such as John Locke (1632-1704) or
David Hume (1711-1776), stipulated that everything in the mind first
passed through the senses or, in other words, that ideas originate
in sensations. More recently, the famous neurologist John Hugh-
lings Jackson (1835-1911) considered that “ideas of objects” are
sensori-motor in nature (Jackson, 1884 see also York & Steinberg,
2011) and that, for example, a concept like “ball” would essentially
be reduced to the impressions produced by the feel of its surface
and the particular muscular adjustments required to pick it up.

In Cognitive Neuroscience, the view of a “grounded” or “embodied”
conceptual system is most often associated with the idea that our
conceptual representations are widely distributed in the brain and
follow functional specialization of the cortex (Allport, 1985; Martin
& Simmons, 2008; Paller, 2001; Patterson et al., 2007; Taylor et al.,
2011; Thompson-Schill, 2003). In accordance with this view, the
conceptual representations of objects would be as widespread as
their respective attributes (i.e., shape, color, texture, size, sounds
they make, function, etc., see Figure 2.3). Brain regions that are
initially active when information is acquired would then be recruited
when re-accessing the representation of the object (Saffran & Scholl,
1999). Importantly, once information is stored in semantic memory,
the global representation of an object including all these distributed
features will be accessed similarly by different means (i.e., recognition,
denomination, reading, imagination) and the corresponding brain
activations will be very similar (Martin, 2001).

Results from functional imaging studies are compatible with this per-
spective. A recent review of 38 studies examining modality-specific
knowledge during language comprehension shows activation in or
near areas usually associated with processing information from that
modality (see Binder & Desai, 2011). For instance, retrieving knowledge
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about sound, touch and taste activates the corresponding auditory,
somatosensory and gustatory cortical regions (Goldberg, Perfetti, &
Schneider, 2006; Kellenbach, Brett, & Patterson, 2001). Similarly,
reading action words related to movements of the face (e.g., smile),
arm (throw), or leg (kick) results in somatotopic activations in motor
and premotor cortices associated with movements of these body
parts (Hauk, Johnsrude, & Pulvermuller, 2004). Another example is
provided by a recent study by Desai, Binder, Conant, & Seidenberg
(2010), in which participants listened to sentences describing actions,
visual events or abstract events. Cortical areas associated with the
planning and control of hand movements showed greater activation
for sentences describing hand and arm actions, whereas visual asso-
ciation cortices were found to be activated by sentences describing
visual events. Results of other studies using techniques with better
time resolution, such as MEG and EEG, suggest that activation of
sensory-motor areas occurs very quickly —as early as 200 ms after
word presentation (e.g., Pulvermuller, Harle, & Hummel, 2001; Pul-
vermuller, Shtyrov, & llmoniemi, 2005), a time window corresponding
to the onset of the N40O— and thus that these activations likely do
not take place after meaning has been extracted.

One has to note however, that this view of an embodied cognition,
grounded in perception and action, may be restricted to concrete
concepts. A number of studies have found that abstract stimuli
activated large portions of the superior temporal lobe as well as
inferior frontal regions, generally in the left hemisphere (Desai et
al., 2010; Noppeney & Price, 2004; Sabsevitz, Medler, Seidenberg,
& Binder, 2005; Wise et al., 2000). The results of these studies are
consistent with the suggestion that processing of abstract concepts
activates a verbal-lexical system for which the left hemisphere is
dominant (Paivio, 1991). However, abstract concepts have been
much less studied than concrete concepts (Crutch & Warrington,
2005) and their heterogeneity has thus certainly been much less
appreciated.
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Figure 2.3: A property-based semantic network. This figure illustrates two
schematic representations of distributed semantic networks that follow func-
tional specialization of the cortex.

A. Arevised version of Allport’s model (1985): object concepts are represented in a distributed network
composed of sensory-motor attributes (reprinted with permission from Thompson-Schill, Kan and Oliver,
2001, in Cabeza, Roberto, and Alan Kingstone, eds., Handbook of Functional Neuroimaging of Cognition,
second edition, Figure 6.1, p. 169, © 2006 Massachusetts Institute of Technology, by permission of The
MIT Press).
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Capitulo 2: Sernantic memory: Behavioral, Electrophysiological

B. Binder and Desai (2011) neuroanatomical model of semantic processing. Yellow: Modality-specific areas.
Red: Convergence zones. Blue: Dorsomedial and inferior prefrontal cortices, involved in selection and control
processes. Green: Posterior cingulate gyrus and Precuneus that are hypothesized by these authors to act
at the interface between semantic processing and episodic encoding.

Source: reprinted with permission from Binder and Desai (2011).

Convergence zones: Representing or working with semantic
knowledge?

Several authors have argued that sensory-motor aspects of conceptual
knowledge are not sufficient to generalize across concepts that do
not have similar features (Binder & Desai, 2011; Damasio, 1989%a,
1989b; Patterson et al., 2007; Simmons & Barsalou, 2003; Taylor
et al.,, 2011). Thus, a number of current views of semantic memory
recognize that, in addition to property-based brain regions, associa-
tive or convergence zones would be involved in semantic processing.
While the existence of convergence zones is not controversial, their
precise function in semantic processing is still debated.

In Damasio’s model (Damasio, 198%a; 1989b; Meyer & Damasio,
2009), convergence zones are “an attempt to solve the binding prob-
lem” (Damasio, 1989b), that is, an attempt at explaining how we are
able to experience the world (and concepts in the present case) as a
coherent whole, rather than a sum of disparate fragments processed
in various cortical areas. Convergence zones are amodal cortical
association areas that are responsible for the integration of sensory
and motor features in perception (feed-forward projections) as well
as for their reactivation in recall (feedback projections). They store
the “combinatorial arrangements (binding codes)” of representations
stored in early sensory and motor cortices, that is, a sort of “cata-
logue” for the reconstitution of fragments of experience (Damasio,
1989a). Crucially, this implies that these convergence zones are not
storage sites (for multimodal representations). Instead they are only a
repository of combinatorial codes that allow binding, reactivation and
synchronization of disparate elementary sensory and motor features.
In term of anatomical locations, Damasio proposes that convergence
zones are diverse and located throughout the telencephalon: in as-
sociation cortices (at multiple hierarchical levels, from posterior to
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anterior sites), limbic structures, as well as in the basal ganglia and
cerebellum (Damasio, 198%a, 1989b). Importantly, Damasio does
not restrict convergence zones to semantic memory in particular
but to memory recall and recognition in general. The network that
is described is thus less focal than the semantic convergence zones
proposed in other models.

In the model of Patterson, Lambon Ralph and colleagues (Lambon
Ralph, Sage, Jones, & Mayberry, 2010; 